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ABSTRACT
Additive manufacturing transforms material into three-dimensional parts incrementally, layer by layer or path by path. Subject to the build direction and machine resolution, an additively manufactured part deviates from its design model in terms of both geometry and mechanical performance. In particular, the material inside the fabricated part often exhibits spatially varying material distribution (heterogeneity) and direction dependent behavior (anisotropy), indicating that the design model is no longer a suitable surrogate to consistently estimate the mechanical performance of the printed component.

We propose a new two-stage approach to modeling and estimating effective elastic properties of parts fabricated by fused deposition modeling (FDM) process. First, we construct an implicit representation of an effective mesoscale geometry–material model of the printed structure that captures the details of the particular process and published material information. This representation of mesoscale geometry and material of the printed structure is then homogenized at macro scale through a solution of an integral equation formulated using Green’s function. We show that the integral equation can be converted into a system of linear equations that is symmetric and positive definite and can be solved efficiently using conjugate gradient method and Fourier transform. The computed homogenized properties are validated by both finite element method and experiment results. The proposed two-stage approach can be used to estimate other effective material properties in a variety of additive manufacturing processes, whenever a similar effective mesoscale geometry–material model can be constructed.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Motivation and goals

Additive manufacturing (AM) represents a spectrum of technologies producing 3D parts incrementally, layer by layer or path by path. This distinctive feature gives AM numerous advantages over the traditional manufacturing techniques, such as the ability to fabricate parts with complex shapes and internal structures without a significant increase in cost or turnaround time. In many cases, a complex heterogeneous structure with less material may be both cheaper and faster to manufacture than a part with a simpler geometry and homogeneous material, such as a solid cube. This phenomenon is sometimes referred to the “complexity paradox”.

Similarly to other manufacturing methods, the quality of additively manufactured parts is subject to the process limitations and machine imprecision. Various differences between designed and manufactured parts have been studied in the past, in terms of surface roughness [1,2], dimensional accuracy [3,4], and other manufacturability criteria [5,6]. Experiments have also been conducted to estimate the material properties of the printed part. The test specimens are printed in shapes per material testing standards (e.g. ASTM D3039 [7]) with material deposition paths (roads) aligned along the axial, transverse or cross directions [8,9].

In contrast to many traditional manufacturing processes, the material undergoes a fundamental phase transformation during the AM process, changing not only its geometry but also its mechanical properties. Processing plan and parameters in AM also play a more significant role in the final performance of the part—the same nominal part geometry manufactured with two different set of process plans will generally result in parts with very different properties. As a result, all AM processes lead to a heterogeneous and anisotropic distribution of material properties in the interior of...
In the form of G-code that describes the printer’s toolpath, we used in both two stages.

Material properties. The concept of homogenization is extensively homogenizing the generated 3D-printed structure for its effective domain is usually a cuboid, and the effective material properties are estimated from average stress and strain relations.

For two reasons: (1) geometry and material properties may not be replaced, which is usually not represented and accounted for in the part’s design model. In other words, the design model is no longer a suitable surrogate for the fabricated part. The accuracy of downstream applications, such as structural analysis, relies on the ability to model not only the manufactured part’s geometry but also its material’s mechanical properties.

The material properties may be estimated at least three distinct scales: material phase changes take place at the micro scale, allowing planning material deposition at the (meso) scale of layers and paths, which are fused together to give effective mechanical properties of the manufactured part’s (macro) scale. As AM is rapidly evolving from a technology to prototype products in the conceptual design stage into a manufacturing process for the end-use load-bearing functional components, it is imperative to develop a computational infrastructure that allows mechanical analysis to be performed directly on the manufactured part.

Estimating such effective properties at the scale of the part’s geometry is the goal of this paper.

1.2. Contributions and outline

Specifically, we propose a new approach to modeling and estimating the effective (macroscopic) material properties in the interior of the parts produced by the Fused Deposition Modeling (FDM) process using homogenization. Informally, homogenization replaces the known detailed geometry and multi-phase material properties at a finer scale by simpler ‘effective’ geometric domain and single-phase (solid) material properties at a coarser scale. The effective domain is usually a cuboid, and the effective material properties are estimated from average stress and strain relationship over the cuboid. Homogenization is challenging for AM parts for two reasons: (1) geometry and material properties may not be known at the micro and mesoscales; and (2) homogenization requires significant computational resources.

The proposed approach deals with the two challenges in two stages (Fig. 1): a modeling stage that generates a representation of (mesoscale) geometry and anisotropy of the material deposition in the interior of the part, followed by an efficient analysis stage homogenizing the generated 3D-printed structure for its effective material properties. The concept of homogenization is extensively used in both two stages.

In the modeling stage, given a manufacturing process plan in the form of G-code that describes the printer’s toolpath, we construct an effective geometry–material model to represent the heterogeneous distribution and anisotropic material properties of the FDM printed structures. The construction combines an analytic model of geometry with experimentally measured material properties that are linked together by homogenization assumed in the measurement procedure. We also describe an implicit representation of this mesoscale effective geometry–material model that supports efficient queries and can be evaluated on demand for further processing. This is the first contribution of the paper detailed in Section 3.

In the second stage, described in Section 4, the mesoscale geometry–material model of the printed structure is homogenized to obtain the effective (macro-scale) material elasticity tensor. We adopt Green’s function method that is often used in the studies of random heterogeneous materials. We convert the formulated integral equation into a system of linear equations and show that the linear system is symmetric and positive definite with properly chosen reference material. This is our second contribution, which gives a formal basis for using efficient homogenization techniques. The symmetric and positive definite linear system is solved by the conjugate gradient (CG) method. The matrix–vector multiplication required by CG is equivalent to the convolution between Green’s operator and the vector of polarized stresses, and thus can be evaluated efficiently through Fourier transform.

To validate our results, in Section 5, we show that the computed results are consistent with those obtained by a more traditional (but an order of magnitude slower) homogenization method based on finite element method. We also apply the complete two-stage modeling-homogenization approach to models of printed material samples and show that predicted effective material properties are in agreement with the physical tests performed on the same structures.

2. Background and related work

2.1. Fused deposition modeling

FDM is a widely used AM process that produces parts with significant material anisotropy and heterogeneity that cannot be neglected. Parts built by FDM differ noticeably from their design models due to many factors, including stair—stepping on the surface of the part, the rounding of sharp corners, air gaps and the use of infill patterns to save the printing material and printing time, impacting the mechanical performance of the part.

To manufacture by FDM, the design (solid) model is first converted to a stereolithography (STL) file, which represents the solid part by a triangle tessellation of its boundary. The STL model is subsequently sent to a process planning software (e.g. Slic3r [11]) that generates the printer’s head toolpath together with the printing process specifications, such as build direction, nozzle diameter, and infill percentage. As the printer’s head moves, a molten filament is extruded through a heated nozzle. For each layer, the nozzle moves following a piece-wise linear path horizontally. The material extruded along each line segment is commonly referred as a ‘road’. After each deposition, the road solidifies and bonds with adjacent roads in both current and previously deposited layers. After the whole layer is deposited, either the nozzle or the printing plate shifts vertically to print the next layer.

Much research has been dedicated to model the geometric differences between the design model and printed part; a comprehensive survey is beyond the scope of this paper. For example, elliptical model of the road cross-section is proposed in [12] to analyze surface roughness distribution according to changes in the angle between the surface and the build direction. Manufacturability of the designed part is examined in [5].
and [13] using morphological operations with voxel representation and polygonal offsets respectively. Manufacturability analysis identifies hard to print features such as bridges, spikes, and holes. More recently, Nelaturi and Shapiro [6] model the printed shape as the accumulation of material deposited at each translated print head position, which is mathematically represented as the convolution between smallest printing volume by the moving head and the nominal geometry. The model also captures process uncertainty by introducing probability density functions into the convolution. Because the process plan is represented as a stack of slices, only geometric differences over the boundary of the part are reflected in this formulation. A more detailed model of the process-planned geometry may be modeled by the actual geometry of the roads, with each road represented by a sweep (convolution) of the smallest printing volume over the actual toolpath [14].

The studies of the mechanical properties of the printed material rely heavily on the experiments. For ABS plastic, experimental results show that the tensile strength along the road is about 75% weaker than the raw material [8]. The same study also found that the bonds between roads are much inferior to the raw material (20%–50%, depending on the size of the air gap). This observation has been repeatedly confirmed by later experiments [15,16,9]. In particular, FDM parts with different build directions are compared with injection molded monolithic part, the mechanical properties measured as an average over some domain of material sample do not hold for individual roads (solidified filament).

2.2. Homogenization using Green’s function

Relating the macroscopic properties to the microscopic material structures is a long-standing problem. Informally, homogenization refers to the process of calculating the effective properties of a material structure [18,19]. One popular strategy for homogenizing a structure numerically is through Finite Element Method (FEM) where six independent periodic boundary conditions are imposed [20]. Multiple recent studies adopt FEM-based homogenization to design and optimize mesoscale structures for additive manufacturing. Without being exhaustive, a set of cubic patterns achieving a broad range of stiffness and Poisson’s ratios is designed through a combinatorial search over topologies followed by shape optimization in [21]. A similar result through topology optimization is reported in [22]. By imposing manufacturing constraints, manufacturable material structures with negative Poisson’s ratios are designed through topology optimization in [23].

An alternative approach to homogenization can be formulated using Green’s function (see Appendix A). The development of the method dates back to 1970s [24–27]. A major computational difficulty in the formulated integral equation is computing the convolution of Green’s function. Initially, the integral equation was used to predict effective properties or estimate their bounds based on the statistics of microscopic material structures [28]. It is only recently an efficient solution of the integral equation was proposed, allowing the application of the approach to the detailed models of material structures. Evaluating the convolution using Fourier transform was first proposed by Moulinec and Suquet [29]; by the convolution theorem, the convolution in real domain becomes multiplication in the frequency domain. Just as in FEM-based homogenization, the periodic boundary conditions are usually assumed for the material [19]. Fourier transform also assumes the periodicity of the function implicitly. The first attempt [29], often referred as the basic scheme, solves the problem through the fixed-point iteration which is equivalent to the Neumann series solution of the integral equation. In this approach, the number of iterations needed for convergence grows linearly with the contrast in material coefficients between different phases. As a result, the iteration may not converge for phases with infinite contrast, e.g. porous materials. It was later discovered that the lack of convergence is due to the Neumann series expansion rather than the formulation of the problem and will be corrected if other iterative linear solvers are applied [30]. The basic scheme inspired many follow-up results, mainly focusing on improving the convergence speed and the convergence with arbitrary phase contrast [31–34]. The Fourier transform of the problem was later shown to be mathematically equivalent to Galerkin approximation with trigonometric polynomials [35]. The efficient homogenization technique described in Section 4 relies on the combination of FFT and conjugate gradient methods, exploiting the fact that the resulting system of linear equation is symmetric and positive definite.

3. Mesoscale FDM geometry–material model

3.1. Idealized geometry of printed structures

Intuitively, we would like to simulate the FDM printing process as a deposition of filament along the specified toolpath. At any given instant, the printer’s head deposits some minimum manufacturing volume (MMV), whose shape may be approximated in terms of simple quadratic and/or superelliptic primitives with dimensions determined by the road width and layer height (see Fig. 2 left). The shape of the road may be represented as the sweep of MMV along the toolpath specified by the instructions in the G-code, as shown on the right. Sweeping MMV over all toolpaths in the G-code yields a first approximation of geometry discretized by the printing process. Fig. 3 shows the design model, toolpath, and the reconstructed printed shape of a two-dimensional infill pattern generated through Customizer by MakerBot [36]. Such an idealized geometry model was proposed in [14] and can be used to reason about stair-stepping, surface roughness, air gaps, and other small geometric differences between the designed and printed model.

We will adopt this idealized geometric model as a first approximation of the mesoscale geometry–material model, based on the assumption that most of the differences between the mechanical performance of the designed and printed structures originate in the process planning stage. This is reasonable because the air gaps and the bonding interface between the roads, which are modeled by the idealized geometry model, impact the mechanical performance of the printed structure far more significantly than dimension inaccuracy and printing imperfections due to gravity and random events such as inconsistent polymer flow. Global deformations such as warping due to thermally induced stress are not modeled since they cannot be predicted without first solving the effective material problem under consideration in this paper. Another limitation of the idealized geometry model is that the union of the roads is not volume conservative. The model will underestimate the total volume of the base material when the distance between the parallel toolpath is smaller than the road width. We expect that such problem is less likely to happen with a proper toolpath.

1 Contrast refers to the magnitude of difference between the coefficients in the respective material tensors.
3.2. Mesoscale material properties

A standard method for modeling a multi-phase material structure is to partition the overall domain into regions with distinct but known material properties. Thus, idealized geometry model distinguishes the space occupied the roads from the voids. However, the elastic properties of the roads themselves vary significantly over the roads and are not generally known. Firstly, it is very difficult to predict the properties of the solidified road base material that is remelted from the filament and extruded through the nozzle during the deposition process. Furthermore, the elasticity tensor of the filament itself is likely to be incomplete since only the stiffness in the direction of filament’s extrusion can be tested in most scenarios. Secondly, the stiffness of the deposited material changes significantly in the areas where adjacent roads are bonded together and is also difficult to predict. The quality of the bonds between the roads depend not only on the neck (contact area) formed between the adjacent roads, but also the molecular diffusion and randomization at the interface [37]. Heat transfer and thermal history models, such as the ones proposed in [38,37], are required to predict the strength and stiffness of the bond. The compound complexity of these physical phenomena casts serious doubts on the feasibility of being able to predict material properties of the idealized geometry model either computationally or experimentally.

In contrast, the measured material properties published by various manufacturers estimate not material properties of the constituent phases, but the effective material properties of the specimen formed by uniform patterns of parallel roads (Fig. 4) (top). These measurements determine the compounded effects of the stiffness of the roads, air gaps and the bonding between the roads; the properties are averaged over an effective domain, shown as the blue rectangular region in Fig. 4 (middle) where they are assumed to be constant. Clearly, these measured properties cannot be applied directly to the idealized geometry model constructed from a number of roads with arbitrary orientation and spacing.
3.3. Effective geometry–material model

It should now be clear that the effective geometry and material models of the FDM structures are interdependent and cannot be treated separately. The difficulty is that this interdependence is implicit in the (inconsistent) assumptions underlying the geometry model and material measurement procedures, but it cannot be used explicitly to express either model in terms of the other. Hence, we propose to simultaneously modify both models of geometry and of material, in order to bring them into the agreement and construct a consistent effective geometry–material model.

First, the idealized road shown in Fig. 2 is reinterpreted with a rectangular cross-section shown at the bottom of Fig. 4. This reinterpretation is consistent with the material measurement process that assumes the effective rectangular cross-section of the specimen shown in Fig. 4 does not have any voids. Secondly, because the measurement specimen is a periodic arrangement of parallel roads, the measurement procedure implies that the measured material properties remain constant and are identical on the cross-section of each individual road. This means that the measured anisotropic material properties can now be assigned based on the reinterpreted geometry and the direction of the road, while eliminating the need to model air gaps and bonding stiffness.\(^2\)

Next, we transform the measured material properties to be consistent with the direction of individual roads. The material properties are measured in a coordinate system with \(z\) axis pointing in the build direction and \(x\) axis aligned with the (stiffest) direction of the roads in the specimen. The measurement results are generally represented by the following transverse isotropic compliance tensor:

\[
S = \begin{bmatrix}
\frac{1}{E_x} & -\frac{v_{xy}}{E_x} & -\frac{v_{xz}}{E_x} & 0 & 0 & 0 \\
\frac{v_{yx}}{E_y} & \frac{1}{E_y} & \frac{v_{yz}}{E_y} & 0 & 0 & 0 \\
\frac{v_{zx}}{E_z} & \frac{v_{zy}}{E_z} & \frac{1}{E_z} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{E_p} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2G_{xy}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2G_{xz}}
\end{bmatrix},
\]

where \(E_p\), \(v_p\) and \(E_x\), \(v_x\) are Young’s moduli and Poisson ratios in the \(y-z\) symmetry plane and \(x\)-direction, respectively. \(G_{xy}\) is the shear modulus in the \(x\)-direction. The elasticity tensor \(C\) is calculated as the inverse of the compliance tensor \(S\). Note that \(y-z\) is the symmetry plane, which is different from the usual convention that \(x-y\) is the symmetry plane.

The roads can be printed along any direction within the layer while remaining perpendicular to the build direction. To align the \(x\) axis of measurement with the road direction, this fourth-order elasticity tensor must be rotated within the layer [39]:

\[
C_{\text{mnop}} = R_{mk}R_{np}R_{pq}C_{ijkl},
\]

where \(R_{ij}\) is the \(ij\)th component of \(R\):

\[
R = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

and \(\theta\) is the angle between the \(x\) axis and the road direction. Fig. 5 shows the result of aligning the material tensor with the directions of the roads within a single layer. Here, the stiffest direction of the elasticity tensor is sampled at different locations and is plotted as a vector field.

One final modification of material model is required to account for areas where multiple roads overlap. In such cases, the elasticity tensor is simply averaged over all overlapping roads. For example, if the overlap is between two parallel roads, the elasticity tensor remains the same as in both roads. If two roads form a T-section, the returned elasticity tensor becomes isotropic in the plane of the layer after averaging from the two roads.

3.4. Implementation via implicit representation

The mesoscale geometry–material model is conveniently represented by extending the implicit sweep-based representation of the idealized printed geometry. The point membership of a given query point against such a representation is determined by its

---

\(^2\) Printing defects such as imperfect bonding must be treated separately with thermal history models, which is outside the scope of current discussion.
(a) Discretized first layer. The number of roads each query point belongs to is color coded. The averaged material property is returned if the query point belongs to more than one road.

(b) The stiffest direction of material tensor for each query point.

(c) The zoomed in view of (b).

Fig. 5. Material distribution of printed model for a two-dimensional infill pattern.

point membership against the MMV centered at its nearest point on the toolpath.

The same implicit representation is adapted and reinterpreted to be consistent with the proposed effective geometry–material model. A transformed material tensor is associated with every road. When a material tensor is queried at a point, both the point and the relevant roads are simply projected onto the horizontal x–y plane of the layer (perpendicular to the build direction). The two-dimensional point membership classification against the projected road effectively eliminates the air gaps between the adjacent bonded roads, while other voids within the layers can still be recovered. This implicit representation of the effective mesoscale geometry–material model is sufficient for many downstream applications; in particular, it forms the input for the macro scale homogenization stage discussed in the following section.

4. Homogenization via Green’s function

In principle, the mesoscale model developed in Section 3 may be used directly for performing mechanical analysis on an FDM printed part. However, this may not be desirable for at least two reasons. Discretization of the domain at the scale finer than the road geometry will result in an excessively large simulation model. Secondly, as we already explained, application of the measured material properties to effective mesoscale geometry is a form of homogenization. As such, this mesoscale model shares the usual accuracy limitations of homogenization in the vicinity of (relatively) small features and boundaries.³

For these reasons, below we further homogenize the constructed mesoscale geometry–material model to estimate the macroscopic material properties in the interior of an FDM printed structure. Because local forces and displacement are further averaged over an effective macroscopic domain, it is reasonable to expect that the accuracy limitations of the mesoscale model will have limited or no effect on results of this homogenization.

4.1. The governing integral equation

We rely on the formulation developed in [25,27] and summarize its core result below. The effective elasticity tensor $C^{\text{eff}}$ of a heterogeneous material can be defined as follows:

$$
\overline{\sigma} = C^{\text{eff}} \overline{\epsilon}
$$

where $\overline{\sigma}$ and $\overline{\epsilon}$ are the mean value of strain $\epsilon$ and stress $\sigma$ in the material sample. Note that the effective tensor is almost never the volume average of its constituent materials. In fact, the volume average serves as an upper bound of the effective properties and is almost never achieved in practice.

Due to the symmetry of the strain and stress tensor, a set of six independent experiments is required for measuring $C^{\text{eff}}$. ³ Roughly speaking, effective properties are used when the feature size is at least an order of magnitude larger than the size of the effective geometric domain.
For a heterogeneous material with elasticity tensor $C$ subject to the displacement boundary condition, the displacement $u$, stress $\sigma$, strain $\epsilon$, and body force $b$ must conform to the following equilibrium equations:

$$
\text{div} \sigma + b = 0, \quad x \in \Omega
$$

$$
\sigma = C \epsilon, \quad \epsilon = \frac{1}{2} [\nabla u + (\nabla u)^T],
$$

$$
u(x) = u^0(x), \quad x \in \partial \Omega.
$$

Given a homogeneous reference comparison material with the constant elasticity $C^0$, the stress polarization tensor $\tau$ may be defined:

$$
\tau = \sigma - C^0 \epsilon = (C - C^0) \epsilon.
$$

Substituting Eq. (6) into (5) leads to the solution of $\epsilon$ (see derivation in Appendix B), also known as the Lippmann–Schwinger equation:

$$
\epsilon(x) = \int_{\Omega} \Gamma(x, x') \delta C(x') \epsilon(x') dx' + \epsilon^0(x)
$$

$$
\Gamma_{ijpq}(x, x') = \delta_{ij} \delta_{pq} \int_{\Omega} \frac{\nabla_i C_{pq}^{\text{ref}}(x) \eta_{jk} \eta_{kl} \nabla_j C_{kl}^{\text{ref}}(x')}{\nabla_i \delta C^{\text{ref}}_p(x) \eta_{jk} \eta_{kl} \nabla_j \delta C^{\text{ref}}_q(x')} |_{x'}
$$

where the bracketed subscripts imply symmetries on $(ij)$ and $(pq)$, $\epsilon^0$ is a constant strain field resulting from the prescribed $u^0$, and $\delta C$ represents the variations in elasticity from the reference material: $\delta C = C - C^0$. $G$ is Green’s function of an infinite size material: $\left[ C_{ijkl}(x) G_{pq}(x, x') \right]_i + \delta_{ij} \delta(x - x') = 0$.

The close form expressions of $\Gamma$ and $G$ is explicitly known in the frequency domain, as summarized in Appendix A.

The solution of Eq. (7) is the strain tensor distribution $\epsilon(x)$ within the material domain. The stress tensor field is subsequently computed as the point-wise multiplication of the modeled material elasticity tensor field by the stress tensor distribution: $\sigma(x) = C(\epsilon(x)) \epsilon(x)$. Our implementation follows Mandel’s notation, where the 2nd-rank strain and stress tensors are mapped to six-dimensional vectors and the 4th-rank elasticity and compliance tensors are mapped to $6 \times 6$ matrices. After repeating this process six times independently, the effective elasticity tensor can be computed as follows:

$$
\mathbf{C}^{\text{eff}} = \left[ \begin{array}{cccccc}
\sigma_1 & \sigma_2 & \sigma_3 & \sigma_4 & \sigma_5 & \sigma_6 \\
\epsilon_1 & \epsilon_2 & \epsilon_3 & \epsilon_4 & \epsilon_5 & \epsilon_6 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array} \right]^{-1}.
$$

If the input strain vector is of unit length and parallel to the axes, the strain matrix in Eq. (9) will be an identity matrix so that the inversion is not required. This is because the averaged strain always equals to the prescribed constant strain per Eq. (16). This identity can also be used to verify the implementation of the algorithm.

Eq. (7) is a Fredholm integral equation of the second type, whose classical solution requires Neumann series expansion [40]. First proposed by Moulinec and Suquet [29], the integral term in Eq. (7) is efficiently evaluated through Fourier transform. In their work, a fixed-point iteration following the Neumann series expansion is proposed:

$$
\epsilon^{i+1}(x) = \epsilon^i(x) - \mathcal{F}^{-1} \left[ \hat{\mathcal{F}} \mathcal{F} (\delta C \epsilon^i(x)) \right]
$$

where $\mathcal{F}$ and $\mathcal{F}^{-1}$ represent the forward and inverse Fourier transforms, and $\hat{\mathcal{F}}$ is Green’s operator in the frequency domain. As reviewed in Section 2, this method suffers slow convergence when the contrast of material properties increases, which is undesirable for our application as the phase contrast goes to infinity with the existence of air gaps.

4.2. Solution as a linear system

We now describe a method to solve Eq. (7) by converting it into a system of linear equations. Though the integration kernel $\Gamma$ in Eq. (7) is inseparable in the continuous domain, it can be separated approximately with the following piece-wise linear approximation:

$$
\Gamma(x, x') \delta C(x') \approx \sum_{j=1}^{N} \epsilon_j(x) \epsilon_j(x'),
$$

$$
\epsilon_j(x) = \Gamma(x, j) \delta C(j), \quad \epsilon_j(x') = \begin{cases} 1, & \text{if } x' = j \\ 0, & \text{if } x' \neq j. \end{cases}
$$

The following linear system can be derived from Eq. (7) (see Appendix C for details):

$$
\left[ \delta_{ij} + \sum_{j=1}^{N} \Gamma_{ij} \delta C(j) \right] \epsilon_j = \epsilon^0_i,
$$

Or in matrix form:

$$
A \epsilon = \epsilon^0,
$$

where $B = \delta C^{-1}$

$$
\begin{array}{cccccc}
\Gamma_{11} & \Gamma_{12} & \cdots & \Gamma_{1N} \\
\Gamma_{21} & \Gamma_{22} & \cdots & \Gamma_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{N1} & \Gamma_{N2} & \cdots & \Gamma_{NN}
\end{array}
\end{array}
$$

the linear system transforms into

$$
B \delta C (\delta C^{-1} \tau) = \epsilon^0.
$$

$\delta C$ can be seen as the right preconditioner for the linear system with $\tau$ as the unknown. Since only $\epsilon$ is required for homogenization, we just need to solve the preconditioned system $B \delta C = \epsilon^0$. $\Gamma$ is symmetric in that $\hat{\Gamma}$ is an even function by definition (Eq. (A.15)). Given $\delta C$ is also symmetric as a elasticity tensor, $B$ is symmetric.

In order to solve this preconditioned linear system by the conjugate gradient (CG) method, $B$ also needs to be positive definite [41]. It has been proved that the definiteness of $B$ and $\delta C$ are consistent [42]. Here, we give an intuitive explanation of the proof. First, $\Gamma$ is positive definite because it has positive diagonal entries and is diagonally dominant as $\Gamma$ decays rapidly with the increasing distance between $x$ and $x'$. When $C_0$ is smaller than all the phases in $\Omega$, $\delta C$ is also positive definite. $B$ is therefore positive definite. When $\delta C$ is negative definite, the proof is more involved and is included in Appendix D. In the case when both $B$ and $\delta C$ are negative definite, $B \delta C$ becomes positive definite as both $B$ and $\delta C$ are symmetric.

Given the usually large $N$, constructing $A$ can be prohibitively expensive. Fortunately, for every iteration, CG only needs the results of $A \epsilon$ for any vector $\epsilon$ and there is no need to represent $A$ explicitly. Since $A \epsilon = \epsilon + \Gamma \ast (\delta C \epsilon)$, where $\ast$ represents convolution, the vector is efficiently computed in the frequency domain. Note that the combination of Fourier transform and CG has been explored before in [34], despite the authors’ belief that the linear system is not symmetric. Our analysis of the integral equation and explicit derivation of the corresponding linear system above justifies the use of CG even though the corresponding linear system appears to be non-symmetric.
5. Experiment results

To demonstrate the effectiveness of the proposed approach, we compare the computed homogenization results with those predicted by the finite element method, and validate the predicted effective macro scale material properties by the known results of physical tests.

5.1. Comparison with finite element method

A voxelized finite element mesh of the mesoscale geometry–material printed model is created by every query point within the effective material domain as a linear element with 8 nodes. The output of FEA analysis is the nodal displacement field. The strain field can be derived by differentiating the displacement field numerically. Numerical differentiation is sensitive to the noise and may generate erroneous results. Instead, we compute the averaged strain and stress through the displacement and traction on the boundary of the material domain directly based on the following equations:

\[
\begin{align*}
\epsilon_{ij} & := \frac{1}{|\Omega|} \int_{\Omega} \epsilon_{ij}(x) \, dx = \frac{1}{|\Omega|} \int_{\partial\Omega} \frac{1}{2} (u_i n_j + u_j n_i) \, dS, \\
\sigma_{ij} & := \frac{1}{|\Omega|} \int_{\Omega} \sigma_{ij}(x) \, dx = \frac{1}{|\Omega|} \int_{\partial\Omega} \frac{1}{2} (t_i x_j + t_j x_i) \, dS,
\end{align*}
\]

where \( \Omega \) is the material domain and \( \partial\Omega \) is its boundary. Eq. (16) follows immediately from the divergence theorem.

A fictitious isotropic material with Young’s modulus \( E = 1 \) GPa and Poisson’s ratio \( \nu = 0.3 \) is assigned to the 2D infill pattern shown in Fig. 3. The input material elasticity tensor field has a resolution of \( 296 \times 296 \times 16 \) and is generated from the printed mesoscale model proposed in Section 3. A soft material (\( E = 0.01 \) GPa) is assigned to the void phase as the stiffness matrix in FEM becomes ill-conditioned with elements of zero stiffness. The reference material for the proposed homogenization method has Young’s modulus \( E = 1.5 \) GPa and Poisson’s ratio \( \nu = 0.3 \) so that the linear system remains positive definite. The effective elasticity tensors \( C_{\text{eff}} \) and \( C_{\text{fem}} \) computed respectively by the proposed homogenization method and the FEM-based method are as follows:

\[
\begin{align*}
C_{\text{eff}} & = \begin{bmatrix}
0.0327 & 0.0150 & 0.0139 & 0 & 0 & 0 \\
0.0150 & 0.0327 & 0.0139 & 0 & 0 & 0 \\
0.0139 & 0.0139 & 0.3335 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.0338 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.0338 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.0254
\end{bmatrix}, \\
C_{\text{fem}} & = \begin{bmatrix}
0.0330 & 0.0141 & 0.0132 & 0 & 0 & 0 \\
0.0138 & 0.0330 & 0.0129 & 0 & 0 & 0 \\
0.0151 & 0.0151 & 0.4234 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.0005 & 0 & 0.0227 \\
0 & 0 & 0 & 0.0005 & 0 & 0.0227 \\
0 & 0 & 0 & 0 & 0.0235 & 0
\end{bmatrix}.
\end{align*}
\]

The in-plane symmetry of the structure is reflected in the simulated result as \( C_{\text{eff}}^{11} = C_{\text{eff}}^{22} \) and \( C_{\text{eff}}^{13} = C_{\text{eff}}^{33} \). The homogenization also captures the in-plane spring-like behavior, which is about 10 times less stiff in the \( x \) and \( y \) directions than the \( z \) direction. We attribute the small difference between \( C_{\text{eff}} \) and \( C_{\text{fem}} \) to the different boundary conditions used. In FEM, a simple uniform displacement boundary condition is used since the Lagrange multipliers are required to apply periodic boundary condition in FEM [43]. Both the proposed homogenization method and FEM are implemented in MATLAB. To homogenize the example in Fig. 3, homogenization using Green’s function took less than 3 h to converge while the FEM required more than 24 h on an Intel i7 computer with 16 GB memory.

5.2. Comparison with physical tests

We also compare the predicted homogenization results with the physically measured effective tensile modulus reported in [10]. The samples for the physical testing are shown in Fig. 6. During
the tensile test, only displacements in the central neck region are measured for the evaluation of the effective tensile modulus of specimen. For comparison with the results of physical testing, the neck regions were reconstructed from the G-code and homogenized by the proposed approach.

The filament used for the FDM printing is ABS plastic made by Airwolf3D with measured diameter 2.82 mm and tensile modulus 2.25 GPa. The layer height is explicitly known from the G-code generator used in [10] is custom-built to study the effects of different infill patterns, the overfill is less likely to happen in most of the established process planning procedures. We also observed that the measured modulus of Infill A is around the midpoint of Infill B and linear infill. Even though our predicted modulus for Infill A is higher than the measured result, it agrees with the stress–strain curve shown in Fig. 8, in which the tensile moduli for Infill A and B are much closer.

6. Conclusions

6.1. Summary and significance

The main contribution of the paper is a new approach to predicting effective material properties of FDM printed structures. The approach is based on two novel ideas. First, given the manufacturing process plan and widely available material specifications, we formulated and constructed an implicit representation of an effective mesoscale geometry–material model of the printed structure that captures the heterogeneity and anisotropy resulting from the printing process. We then showed how this implicit representation of the mesoscale model may be queried and homogenized at macro scale in order to predict the effective material properties of the printed structure that accounts for build orientation,
directional changes, infill patterns and other mesoscale details of 3D printing. We adopted and significantly improved the homogenization method using Green’s function, showing that the corresponding linear system is symmetric and positive definite, and can be efficiently solved by the conjugate gradient method with matrix-vector multiplication evaluated in the frequency domain. The predicted effective material properties are in good agreement with known experimental results and with the homogenization results predicted by the finite element method. The potent combination of implicit representations and queries handles the mesoscale complexity of FDM structures and is a further demonstration of the effectiveness of the query-based approach [45,6] that avoids multiple representations and conversions of geometry and material models.

Our results point towards new opportunities in design, validation, and simulation of FDM printed structures. The ability to estimate the effective macro scale material properties implies that a heterogeneous material structure can be replaced with an equivalent homogeneous material, at least when the scale of the structural problem (the macro scale) and the scale of the material heterogeneity (the meso and micro scales) are well separated. The proposed approach is likely to be particularly effective for analyzing structures that are much larger than the printed road width and layer height. In such situations, the estimated effective material properties may be used for subsequent mechanical simulations, for example to predict warping, global deformations, and other performance and/or manufacturability characteristics. Different process plans may now be compared and optimized with respect to the effective material properties in terms of process parameters such as build direction, layer height, road width or extrusion rate. Various infill patterns may be parameterized and ranked in terms of their effective material properties, allowing their systematic (re)use in creating components with guaranteed mechanical performance.

6.2. Extensions and open issues

The proposed two-stage approach to estimating effective material properties is not limited to linear elasticity or to FDM printing. In principle, similar effective mesoscale geometry–material models of printed structures, as well as their subsequent homogenization, may be employed with other additive manufacturing process, such as Selective Laser Sintering, Stereolithography, and Inkjet printing. Other effective material properties of 3D printed structures may be modeled and predicted within the proposed computational framework. As observed in [46], similar homogenization technique applies to thermal and electrical conductivity, dielectric constant, permeability, and other material properties that share the same general form as the linear elasticity tensor.

Numerical properties of the proposed homogenization method deserve further investigation. For example, the behavior of the pre-conditioner $\delta C$ is not fully understood, and the condition number of the linear system has not yet been studied. Furthermore, homogenization process involves discretization errors in the implicit representation of printed roads, requires setting tolerances for convergence, and introduces discretization error of Green’s operator. Among these sources of errors, the last one in particular deserves further study. Since Green’s operator is derived and evaluated in the frequency domain, higher frequencies are lost at a low sampling resolution. Fig. 9 plots the effective Young’s modulus (of the same structure) at different sampling resolutions. It suggests that a minimum number of frequencies may be required for an accurate evaluation of Green’s operator. This may become particularly important when homogenizing FDM part with a small number of layers.
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 Appendix A. Green’s function for elasticity

The elastic Green’s function $G_{ij}(x,x')$ is defined as the displacement in the $i$-direction at $x$ due to a point force in the $j$-direction at $x'$. It is the solution $u_i(x)$ of Eq. (5) when the body force $b_j$ is a delta function, i.e. $b_j(x) = \delta(x-x')\delta_{jk}$, Eq. (5) and the symmetry of strain tensor directly gives

$$[G_{ijkl}b_{kl}]_{j} + b_i = 0. \quad (A.1)$$

Consider a constant point force $F$ acting at $x'$ in $\Omega$, the displacement field caused by $F$ is

$$u_k(x) = G_{kp}(x,x')F_p. \quad (A.2)$$

The displacement gradient and stress field are

$$u_{ij}(x) = G_{ijp}(x,x')F_p, \quad \sigma_{ij}(x) = G_{ijp}(x)G_{kpj}(x,x')F_p. \quad (A.3)$$

If force $F$ is acting on point $x' \in \Omega$, then $F$ must be balanced by the tractions on the boundary $\partial \Omega$:

$$F_1 + \int_{\partial \Omega} \sigma_{ij}(x)x_i n_j \, ds = 0, \quad (A.4)$$

$$F_i + \int_{\partial \Omega} C_{ijkl}(x)G_{ijp}(x,x')n_j(x)F_p \, dx = 0.$$
By divergence theorem
\[ F_I + \int_{\Omega} \left[ C_{ijkl}(x) G_{kp,i}(x, x') \right]_{kp} \, dx = 0. \] (A.5)

\[ F_I \text{ can be moved into the volume integral by the Dirac delta function} \]
\[ \int_{\Omega} \left[ \{ C_{ijkl}(x) G_{kp,i}(x, x') \}_{kp} + F_I \delta(x - x') \right] \, dx = 0. \] (A.6)

Factoring \( F_I \) out using Kronecker delta function
\[ \int_{\Omega} \left[ \{ C_{ijkl}(x) G_{kp,i}(x, x') \}_{kp} + \delta_{ij} \delta(x - x') \right] F_I \, dx = 0. \]

Since this holds for any arbitrary \( \Omega \) and any arbitrary constant point force \( F_I \), it must hold for every point:
\[ \{ C_{ijkl}(x) G_{kp,i}(x, x') \}_{kp} + \delta_{ij} \delta(x - x') = 0. \]

Since Eq. (A.1) is linear in \( b \), for arbitrary \( b \), by superposition:
\[ u_k(x) = \int_{\Omega} G_{kp}(x, x') b_p(x') \, dx'. \] (A.9)

For an infinite and uniform material, \( C_{ijkl} \) is constant and \( G(x, x') = G(x - x') = G(x) \) by setting \( x' = 0 \). Then Eq. (A.8) becomes the following:
\[ C_{ijkl} G_{kp,i}(x) + \delta_{ij} \delta(x) = 0. \] (A.10)

Let the forward and inverse Fourier transform of \( G(x) \) be
\[ \hat{G}_i(\xi) = \int_{-\infty}^{\infty} G_j(x) e^{-i\xi \cdot x} \, dx, \]
\[ G_j(x) = \int_{-\infty}^{\infty} \hat{G}_i(\xi) e^{i\xi \cdot x} \, d\xi. \] (A.11)

Note that index \( i \) should not be confused with complex number \( i = \sqrt{-1}. \) With \( \delta(x) = \int_{-\infty}^{\infty} \delta(x') \, dx' \), substitute Eq. (A.11) into Eq. (A.10):
\[ \int_{-\infty}^{\infty} \left[ \hat{C}_{ij}(\xi) \hat{G}_i(\xi) + \delta_{ij} \hat{G}_j(\xi) \right] e^{i\xi \cdot x} \, d\xi = 0. \] (A.12)

For this to be true at all \( x \), we must have
\[ -\xi_j \xi_i \hat{C}_{ijkl} \hat{G}_k(\xi) + \delta_{ij} \hat{G}_i(\xi) = 0, \]
\[ \hat{G}_i(\xi) = (\delta_{ij} + \hat{C}_{ijkl} \xi_l \xi_k \hat{G}_k(\xi))^{-1}. \] (A.13)

From Eq. (7), Green’s operator is the second order derivative of Green’s function:
\[ \Gamma_{mnq} = -\frac{1}{4} \left[ \frac{\partial^2 G_{mp}}{\partial x_m \partial x_p} + \frac{\partial^2 G_{np}}{\partial x_n \partial x_p} - \frac{\partial^2 G_{mq}}{\partial x_m \partial x_q} + \frac{\partial^2 G_{mq}}{\partial x_m \partial x_q} \right]. \] (A.14)

In frequency domain,
\[ \hat{\Gamma}_{mnq} = \frac{1}{4} \left[ \{ C_{mjml} \xi_l \xi_k + (C_{jmlj} \xi_l) \xi_k \xi_q + (C_{jmlj} \xi_l) \xi_k + (C_{jmlj} \xi_l) \xi_k \xi_q \right] \]
\[ + (C_{jmlj} \xi_l) \xi_k \xi_q \] (A.15)

For isotropic material with Lamé coefficients \( \lambda \) and \( \mu \),
\[ C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}), \]
\[ C_{ijkl} \xi_l \xi_k = (\lambda + \mu) \xi_i \xi_j + \mu (\xi_i^2 \xi_j^2) \]
\[ \hat{\Gamma}_{ijkl} = \frac{1}{4\mu |\xi|^2} \left[ (\delta_{ik} \xi_j + \delta_{il} \xi_k + \delta_{jk} \xi_i + \delta_{jl} \xi_k) \right] \]
\[ = \frac{\lambda + \mu}{\mu (\lambda + 2\mu)} \frac{\xi_i \xi_j \xi_k \xi_l}{|\xi|^4}. \] (A.16)

**Appendix B. Lippmann–Schwinger equation**

Substituting Eq. (6) into Eq. (5) gives
\[ (C_{ijkl} \delta_{kl}, i)_{kp} + \tau_{ij} + b_i = 0. \] (B.1)

Since Eq. (B.1) is linear, its solution can be separated as \( u = u^0 + u^1 \), where \( u^0 \) is the solution of the real body force \( b \) and \( u^1 \) is the solution of additional body force \( \text{div} \tau \):
\[ (C_{ijkl} \delta_{kl}, i)_{kp} + b_i = 0, \] (B.2)
\[ (C_{ijkl} \delta_{kl}, i)_{kp} + \tau_{ij} = 0. \] (B.3)

Introducing Green’s function (Eq. (A.8)) into Eq. (B.3) for the comparison material, the stress polarization tensor \( \tau \) becomes the “body force”, from Eq. (A.9)
\[ u^1(x) = \int_{\Omega} G_{kp}(x, x') \tau_{pq,q}(x') \, dx', \] (B.4)

by integrating by parts and combining with \( u^0 \)
\[ u_i(x) = u^0_i(x) - \int_{\Omega} \frac{\partial G_{kp}(x, x')}{\partial x_q} \tau_{pq,q}(x') \, dx', \] (B.5)

by differentiation and the symmetry of strain tensor
\[ \epsilon_{ij}(x) = \epsilon_{ij}^0(x) - \int_{\Omega} \Gamma_{pq,q}(x, x') \tau_{pq,q}(x') \, dx', \] (B.6)

where
\[ \Gamma_{pq,q}(x, x') = \left. \frac{\partial^2 G_{kp}(x, x')}{\partial x_p \partial x_q} \right|_{(x}, (x'). \] (B.7)

The bracketed subscripts imply symmetry, which is the result of symmetries in the elasticity tensor. Let \( \delta C = C - C^0 \). Substituting (Eq. (6), Eq. (B.6)) becomes
\[ \epsilon(x) = -\int_{\Omega} \Gamma(x, x') \delta C(x') \epsilon(x') \, dx' + \epsilon^0(x). \] (B.8)

This derivation follows the classical results of Korringa [25] and Kroner [27].

**Appendix C. Converting the integral equation into linear equations**

Substitute Eq. (11) into Eq. (7):
\[ \epsilon(x) = \int_{\Omega} \left[ \sum_{j=1}^{N} u_j(x) \nu_j(x') \right] \epsilon(x') \, dx' - \epsilon^0(x) \]
\[ = \sum_{j=1}^{N} \left[ u_j(x) \int_{\Omega} \nu_j(x') \epsilon(x') \, dx' \right] + \epsilon^0(x), \] (C.1)

Since \( \int_{\Omega} \nu_j(x') \epsilon(x') \, dx' \) is the sampling of continuous \( \epsilon \) over \( \Omega \), let
\[ \int_{\Omega} \nu_j(x') \epsilon(x') \, dx' = \epsilon_j. \] (C.2)

Substitute Eq. (C.2) into Eq. (C.1):
\[ \epsilon(x) = -\sum_{j=1}^{N} u_j(x) \epsilon_j + \epsilon^0(x). \] (C.3)
Substitute Eq. (C.3) back into Eq. (C.2), we have

\[ \epsilon_i = - \frac{1}{\Omega} \int_{\Omega} \left[ \sum_{j=1}^{N} \epsilon_i (x^i \epsilon_j + \epsilon_j (x^i)) \right] \mathrm{d}x \]

\[ = - \sum_{j=1}^{N} \epsilon_i \int_{\Omega} \epsilon_j \epsilon_j (x^i) \mathrm{d}x + \int_{\Omega} \epsilon_i (x^i) \epsilon_j \mathrm{d}x \]

\[ = - \sum_{j=1}^{N} \Gamma (i,j) \delta C_j \epsilon_j + \epsilon_0 \]

\[ = \left[ \delta_j + \sum_{j=1}^{N} \Gamma (i,j) \delta C_j \right] \epsilon_j \]

\[ \epsilon_i = \left[ \delta_j + \sum_{j=1}^{N} \Gamma (i,j) \delta C_j \right] \epsilon_j \] (C.4)

Appendix D. Positive definiteness

This section follows the proof given in [42], which requires virtual work equality:

\[ \sigma_{i2} \equiv 0, \] (D.1)

for any divergence free stress \( \sigma_1 \) and strain \( \epsilon_2 \) derived from a displacement that is 0 over the boundary. First, we show that \( \Gamma \) is positive definite. Since

\[ \tau_1 \Gamma \tau_2 = - \epsilon_1 \epsilon_2 - \delta \epsilon_1 \epsilon_2 = \epsilon_0 \epsilon_0, \] (D.2)

\( \Gamma \) is seen to be positive definite after setting \( \epsilon_1 = \epsilon_2, \) so \( \Sigma_0 \) is positive definite.

When \( \delta C \) is positive definite, the positive definiteness of \( \Sigma \) is shown in text. Here we show the case where \( \delta C \) is negative definite. It is convenient to introduce strain polarization tensor \( \eta \):

\[ \eta = \Sigma_0 \eta, \quad \eta = \Sigma_0 (C - \Sigma_0) \epsilon = \Sigma_0 \sigma - \epsilon. \] (D.3)

Using Eq. (D.1) again,

\[ \tau_1 \Gamma \tau_2 = - \epsilon_1 \epsilon_2 - \delta \epsilon_1 \epsilon_2 = \epsilon_0 \eta_2 \]

\[ = \eta_1 \eta_2 - \eta_2 \eta_1 = \eta_1 \eta_2 \eta_2 - \eta_1 \Sigma_0 \eta_2, \] (D.4)

Since \((C - \Sigma_0)\eta = \Sigma_0 (S_0 - S)\eta = -I, \)

\[ \tau_1 \Gamma \tau_2 = - \eta_1 \eta_2 - \delta \eta_1 \eta_2 = \eta_1 \eta_2 \eta_2 - \eta_1 \Sigma_0 \eta_2, \] (D.5)

Then \( \delta C^{-1} + \Gamma = \eta (S_0 - S)^{-1} - \eta_1 \Sigma_0 \eta_2 \) is negative definite when \( \delta C \) is negative definite.
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